[size=24][b]Playstation 3 and Xbox360 – Comparing and Contrasting:[/b][/size]

Before I compare and contrast with the Xbox360 hardware, here are some quick facts about the Xbox360 hardware:

[size=22][u]Xbox360 Quick Hardware Summary:[/u][/size]

The Xbox360 has a tri-symmetrical core CPU.  Each one of the cores is based on the POWER architecture like the PPE inside the Cell, and is clocked at 3.2GHz.  Each core has 32kb L1 instruction and 32kb LI data cache, and all share a 1MB L2 cache.  Each chip also sports an enhanced version of the VMX-128 instruction set and execution units.  This enhanced version expands the register file from 32 128-bit registers, to a pair of 128 128-bit registers – with one execution unit per core.  Each of these cores can also dual-issue instruction and handles two hardware threads, bringing the Xbox360 hardware thread support total to 6.  The CPU and GPU share 512MB of GDDR3 RAM.  Xbox360’s GPU, codenamed “Xenos,” is designed by ATI and sports 48 shader pipelines using a unified shader architecture.  The Xbox360 GPU also has 10MB of eDRAM for the frame buffer and over 200GB/s of bandwidth between this eDRAM and a simple logic chip to perform a limited set of operations such as anti-aliasing and z-buffering.

The system sports a DVD9 optical media drive from which games are loaded, a controller with rumble features, and 100mbps Ethernet.

[size=22][u]Head To Head:[/u][/size]

[size=18][b]General Architecture Differences:[/b][/size]

One thing I think is important when looking at a computer system’s architecture is a visual diagram.  In the world of computing, physical distance between parts of a computer system generally correspond with the speed (latency wise) of their communication.  Also a diagram shows the flow of memory, outlining where bottlenecks might exist for certain components to access large data from specific remote areas of memory.

Here are two diagrams of the major components on the Xbox360 motherboard:

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/XBoxDiagram.jpg[/img]

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/%20XBoxDiagram2.jpg[/img]

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/xbox-arch.gif[/img]

Here are two diagrams of the Xenon CPU:

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/Xenon_Arch.png[/img]
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Comparably it is harder to find verbose diagrams of PS3 hardware but here is one I found on AnandTech:

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/RSX_Cell_Arch.jpg[/img]

This diagram has a likely discrepancy relating southbridge (I/O) being connected through the RSX.  It is likely the southbridge will connect to the Cell directly via Flex I/O given the large bandwidth available through the interface and the GPU not being a recipient of I/O.

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/ps3-arch.gif[/img]

There are plenty of other Cell diagrams on the internet and here are two of them:

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/Cell_Arch.gif[/img]

[img]http://www.csh.rit.edu/~oguns/ps3/imgs/cell-arch.png[/img]
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I recall an article IGN released shortly after or during E3 2005 comparing Playstation 3 and Xbox360.  Microsoft analyzed their total system bandwidth in the Xbox360 and came up with a bandwidth figure around 5 times that of the Playstation 3.  One of the big reasons for this total number being higher is the 256GB/s bandwidth between the daughter die and parent die in the Xenos(graphics chip).  I will explain the use of the eDRAM memory later, but it is important to know that the logic performed between those two components with 256GB/s bandwidth hardly constitutes a major system component.  Additionally, Microsoft added up two bandwidths figured that were in series (thus they were sharing the same bandwidth) that shouldn’t have been added.  Context like that matters a lot, because bandwidth between any two elements is only as fast as the slowest memory bus in-between.  The only bandwidth figures that make sense to add together are those on separate and parallel buses to the end destination(s).

The biggest ugly (and this really is a big one) in the Xbox360 diagram should be the location of the CPU relative to the main system memory.  It has to be accessed through the GPU’s memory controller and shares the same 128 bit bus to GDDR3.  The Xbox360 GPU’s 22.4GB/s bandwidth to the system’s unified memory, but this bandwidth is split between the GPU’s needs and the CPU’s.  This means that if the Xenon(Xbox360 CPU) was using its full 21.6GB/s bandwidth to system memory, there would be 800MB/s left for the GPU.  If the GPU was using its full bandwidth to this memory, none would be left for the Xenon.  Additionally, the south bridge(I/O devices) are connected through the GPU also, and all of these devices are actually destined to go to the CPU unless sound for the Xbox360 is done on the Xenos.  The impact of this is considerably less since I/O devices probably won’t exceed more than a few hundred MB/s during a game, and isn’t shared by GPUs 22.4GB/s access to main memory.  This bandwidth is still going through the same bus that the CPU uses to access RAM and depletes off of the 21.6GB/s communication with RAM and the Xenos.
Looking at the diagram of the Playstation 3, you can see that the RSX has a dedicated 22.4 GB/s to its video memory, and the Cell has a dedicated 25.6GB/s to its main memory.  Additionally, if you wanted to find the bandwidth the RSX could use from the Cell’s main memory, it go through the 35GB/s link between the Cell and itself, and then go through the Cell processor’s FlexIO controller, on the EIB, to the Cells memory controller which is the gatekeeper to RAM.  The slowest link in the line is the bandwidth the XDR memory controller which is 25.6GB/s.  If the RSX uses this bandwidth it is being shared with the Cell.  In general, the major components in the Playstation 3 have their own memory to work with which provides maximum bandwidth to the respective pools of memory that each component will be using.
In terms of peak performance, if both the GPU and CPU for both consoles were pushing the maximum bandwidths from their respective memory banks simultaneously and full time, the total for Xbox360 would be 22.4GB/s, and the total for the Playstation 3 would be 48GB/s.  Considering the situation where half of the time the CPU uses bandwidth, and another half the GPU uses the bandwidth, the Xbox360 has a straight 22.4GB/s for each the CPU and GPU.  The Playstation 3, in this situation, has 25.6GB/s for the CPU, and 22.4GB/s from GDDR3 + 25.6GB/s from XDR simultaneously (since it’s not being shared).  I’m not fully qualified to answer which of the two situations is a more accurate representation of bandwidth usage in games, but either way comes out with Playstation 3 on top with general bandwidth.
Still Xbox360 has eDRAM hold up the battle in terms of bandwidth next to the Playstation 3.  In a traditional GPU setup, frame buffer operations occur using bandwidth to main video memory.  This has a dramatic impact on the GPU’s performance as a few of those operations consume large amounts of bandwidth.  Because the eDRAM and logic to perform these operations reside on a bus separate from GDDR3 in the Xbox360, these operations are considered “free” as they do not incur a penalty to the 22.4GB/s bandwidth limit to the system’s memory.  How much bandwidth does this eDRAM take off?  That question hasn’t been answered in good detail to actually calculate how much bandwidth is lifted off of the main GDDR3 memory bus compared to how much is used for the other bandwidth consumer of GPU memory – texturing and texture filtering.
[size=18][b]Xbox360 “Xenon” compared to Playstation 3’s “Cell” – the CPUs:[/b][/size]

[size=16][u]Inter-core communication speed:[/u][/size]

One mystery with the Xbox360 (at least in my view) exists with the inter-core communication on the Xenos CPU between its cores.  IBM clearly documents the Cell’s inter-core communication mechanism physically and how it is implemented in hardware and software.  This bandwidth needs to be extremely high if separate cores need to communicate and share data effectively.  The EIB on the Cell is documented at a peak performance of 204GB/s with an observed rate at 197GB/s.  The major factor that affects this rate is the direction, source, and destination of data flow between the SPE and PPEs on the Cell.  I tried to find out the equivalent piece of hardware inside the Xenon CPU and haven’t found a direct answer.  Looking at the second architectural diagram of the Xenon, it seems that the fastest method the cores can use to talk to each other is through the L2 cache and main system memory.  Granted, the Xenon only has 3 cores that shouldn’t be pushing large bandwidth between them.  The issue is that game modules are usually highly dependent and will need to talk to each other frequently.
The problem in looking for a single bandwidth number is the fact that the multicore design of the Xenon is much more like the traditional PC multicore design.  This means there is still one executable that is the game code, and threads are all part of the same executable and have access to the same variables and state through system memory.  The Xenon cores don’t really “talk” to each other, but rather share information.  Essentially, this means the speed of communication between cores is that of the L2 cache, or in the case of a cache-miss it is as fast as access is to main memory.  This nature of operation in the Xenon and many desktop multicore CPUs is probably what causes developers to believe that variables on the Cell need to be written to system memory instead of “passed” to another execution element directly.
The setup in the Cell is undeniably more difficult to accomplish multithreading, but if it is accomplished it can do so in a way that makes a smaller impact on the bandwidth needed from system memory.
[size=16][u]Enhanced VMX-128 instruction set:[/u][/size]

Undoubtedly, this feature is touted anytime Microsoft is asked to address the power of their hardware.  So let’s take a look at what it means:

The VMX-128 instruction set is a superset of the standard VMX instructions provided on the base PowerPC architecture.   It also is an improvement of the hardware and expands the 32 128bit registers to 128 128-bit registers.  Each one of the cores in the Xenon has two register files that share the same execution resources.
Measuring up one Xenon core against the PPE in the Cell, arrives are a spanking against the Cell.  The Cell’s PPE has a smaller instruction set, only 32 registers, and only one PPE – but there’s a bit more inside the Cell than just that.  The other 7 cores in the Cell are fully blown SIMD units that also take on a super set of the VMX instruction set.  Because it is different and not compatible, it isn’t considered a superset, but in terms of functionality, it is.  In that respect, Each SPE has 128 128-bit registers and an execution unit for that register file.
Bringing it together, the 3 enhanced VMX-128 vector units should be compared to the SPEs in the Cell – not the single weaker vector unit on the Cell’s PPE only.  Doing so is an imbalanced comparison and makes little sense.
The dot product instruction is also usually brought up when VMX-128 is mentioned.  A dot product can be calculated by multiplying corresponding elements across vectors, and taking all of those products and adding them together to get one scalar result.  Such an instruction fits in naturally SIMD hardware that supports a multiply-add instruction in conjunction with vector permute.  Without labeling the instruction dot product, if both functions are rolled up in a single instruction, that instruction is a dot product equivalent.  Such a function exists in the SPE instruction set and thus executes in a single cycle.
There may be other functional differences between both instruction sets, but likely they offer similar functionality in the end that won’t drastically sway SIMD performance in favor of one over the other.  The only thing to say is that the Cell does carry more SIMD computing horsepower than the Xenon.  That much isn’t subjective.  A possible black horse in the race for the Xbox360 is the MEMEXPORT feature of the Xenos.  GPU’s carry a wide array or SIMD and MIMD execution units and the Xbox360 has a nice feature to easily export that processing to work for the CPU.
[size=16][u]Symmetrical Cores?:[/u][/size]

Symmetrical cores means identical cores.  The appeal to this setup is for developers.  It represents no actual horsepower advantage over asymmetric cores since code running on any of the cores, will run exactly the same as it would run if it were on another core.  Relocating code to different cores has absolutely no performance gain or loss unless it means something with respect to how the 3 cores talk to each other.  It should be noted though, that thread relocation does matter between the cores, as a thread might not co-exist well with another thread that is trying to use the same hardware that isn’t duplicated on the core.  In that case, the thread would be better located on a core that has that execution resource free or less used.  The only case of this I can think of where contention could take place is access to the VMX-128 execution unit since there is only one of them per core.  This contention is minimized by the Xenon having two register files per core so the entire set of registers don’t have to switch context along with thread changes.  Most other hardware is duplicated on the cores in the 360 to allow for two threads to co-exist with no contention.
The Cell chip has asymmetrical cores, which means they are not all identical.  The  SPEs are all symmetrical with each other and the code that runs on an SPE could be relocated to any other SPE in the Cell easily.  While the execution speed local to the SPEs are the same, there are performance issues related to the bandwidth on the EIB depending on the communication end points of the data the SPE is reading from and writing out to.  Developers should look at where their SPE code is executing to ensure optimal bandwidth is being observed on the EIB, but once they find an optimal location to execute the code on, they can just put it there through a configuration change.  If a task was running on the PPE or the PPE’s VMX unit, then it would have to be recompiled with C, and probably rewritten if hardware specific instructions are in the code before it moves to an SPE, and the same applies if SPE code is moving back to the PPE.  Good design and architecture should immediately let developers know what should run on the PPE and what should run on the SPEs, eliminating the frequency of rewriting code due to migrating code between the PPE and SPEs.

Neither setup is necessarily better in terms of performance until developers actually take significant advantage of it and see the actual performance that it offers.  Until then, right now symmetrical cores is simply easier to program for, especially when desktop PCs are going in that direction.
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Another one of Microsoft’s claims for the Xbox360’s superiority in gaming is the general purpose processing advantage since they have 3 general purpose cores instead of 1.

To say “most of the code is general purpose” probably refers to code size, not execution time.  First, it should be clarified that “general purpose code” is only a label for the garden variety instructions that may be given to hardware.  On the hardware end, this code fits into various classifications such as arithmetic, load/store, SIMD, floating point, and more.  General purpose applications are programs made up of general purpose code.  In different use cases, the application might do an arithmetic heavy operation relying on a vector unit in the processor, and in another use case the application might make heavy use of memory operations hitting on the bandwidth of the CPU and RAM.  Good examples of this are MS Word, a web browser, or an entire operating system.  With MS Word there is a lot of string processing which involves some arithmetic, comparison, a lot of branching, and memory operations.  When you click import or export and save to various file formats, it is an I/O heavy operation.  Applications like these tend to not execute the same code over an over, and have many different functions that can occur on relatively a small set of data depending on what the user does.  Ultimately, there is a large amount of code written to handle the small set of data and most of it never gets executed unless the user explicitly tells the application to do something.
Games are not general purpose programs.  Any basic game programming book will introduce you to the concept of a game loop.  This loop contains all of the functionality a game performs each frame.  This loop handles all of the events that can occur in the game.  An important principle in a game loop is to avoid branches when unnecessary as it slows down execution and makes the code on screen long and generally inefficient.  The paradigm for a game isn’t to build explicit cases for everything that can happen, but to program the nature and laws of various things, and let the game objects handle themselves in that logic.  Due to limited resources, completely natural and accurate laws aren’t possible, but it is an end that is being worked towards.

A good example of this is the Cohen-Sutherland line clipping algorithm.  Instead of writing lengthy and complicated branches to check the 9 regions a point lies in and the 72 different conditions a line could render in, the algorithm performs 4 simpler checks, and computes a region code which can be easily be used to minimize the work of checking all of the different cases.
This automatic and repetitive processing has to occur for many game objects which represents a massive amount of data, with a relatively small code size.  This is opposite of the general purpose paradigm, which typically has a small set of data (word document or html) and performs many various functions on it representing a large code size.  Games processing has a large data size, but much smaller code size.  Game objects also tend to be very parallel in nature as game objects are typically independent until they interact (collision) – which means they generally can be processed well on parallele architectures if they are well thought out.
What this general purpose power does grant Xbox360 over Playstation 3 is the ability to run general purpose applications faster.  If the Xbox360 had a web browser(official or not), the design for such an application would work better on a general purpose CPU.  Running multiple general purpose applications is where the most benefit from a multicore general purpose CPU is held.  Games can take advantage of the parallelism too, but if the parallel tasks aren’t general purpose in nature, the benefits may not be as large. 
AI routines that navigate through large game trees are probably another area where general purpose processing power might be better utilized since this code tends to be more branch laden and variable depending on the task the AI is actually trying to accomplish.  Writing code for that on a general purpose CPU is a straight forward task and would execute very well across the board.  Generating these game trees, which is also time consuming, may still lend itself to a SIMD architecture as it involves computations based on game state and the Cell offers more parallel units to possibly speed up the task down more independent branches.
[size=16][u]XDR vs GDDR3 – System Memory Latency:[/u][/size]

XDR stands for eXtreme Data Rate while GDDR3 stands for Graphics Double Data Rate version 3.  XDR RAM is a new next generation RAM technology from those old folks called RAMBUS who brought out that extremely high bandwidth RDRAM back during the onset of Pentium 4 processors.  DDR was released soon after and offered comparable bandwidth at a much lower cost.  RDRAM also had increased latency, higher cost, and a few other drawbacks which ultimately led to it being dropped very quickly by Intel back when it was released.  Anyways, take note that DDR RAM is not exactly the same as GDDR RAM.
Anyways, it is hard to make a good assessment on what the exact nature of the performance difference between these two RAM architectures are, but from what I gathered, GDDR3 is primarily meant to serve GPUs which means bandwidth is the goal of the architecture, at the cost of increased latency.  For GPUs this is acceptable since large streaming chunks of data are being worked on instead of many random accesses.  In the case of CPU main memory, when more general purpose tasks are being performed compared to a GPU, latency has increased importance on memory access times because data will be accessed at random more frequently than a GPU would.

That being said, the Xbox360’s CPUs bandwidth to RAM tops out at 21.6GB/s while the Cell processor still has more bandwidth to its RAM at 25.6GB/s.  XDR RAM also does this without incurring high latency, and I’m almost positive its latency is lower than GDDR3 which is considered to actually have high latency.  Games are not going to be performing a lot of general purpose tasks so the latency advantage for the Playstation 3 might not be that large, but the CPU will be performing more random accesses to memory regardless.  The Xbox360’s CPU latency may be made worse than the already inherent GDDR3 latency issues due to being separated by the GPU.
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Unified shaders is a new direction in architecture that ATI and nVidia are both likely to incorporate into their next generation GPUs.  In the past, GPUs have used a fixed function pipeline architecture that separated the hardware that vertex shading programs and pixel shader programs executed on.  This was statically determined through statistical usage data gathered from games on the market.  Generally the number of vertex shader pipelines have been fixed at 8-12 and PC game developers have never seemed unhappy about it since they typically reach the pixel shader bottleneck first.  The RSX’s pipeline setup follows in that tradition and offers 8 vertex pipelines and dedicates 24 to pixel shading.

Looking at the RSX’s performance alone is more than likely measurable on the scale of PC cards, and right now the favorite is nVidia’s 7800GTX.  Doing so is more like a ballpark estimate and the RSX’s performance is actually likely significantly different from this card in the PC market.  One way that the RSX is different than the 7800GTX is that the last reported clock speed of the RSX was supposed to be 550MHz which is faster than the 7800GTX’s core clock speed of 430MHz.  The bus that connects the Cell (and XDR RAM) to the RSX is also a significant difference from a 7800GTX in a typical PC setup.  This bus has significantly greater bandwidth than a typical PC GPU has and could allow the Cell and main memory to play a bigger role in graphics.

The Xenos is considerably harder to draw a comparison to any popular PC card available on the market today due to its use of unified shaders.  The reason for the move is because the most significant increase in performance of graphics cards is not in the clock speed, but rather the number of parallel operations that can occur in one clock cycle.  In examining GPU hardware for vertex and pixel shading pipelines, there is also some duplicated hardware that manufacturers could easily consolidate into a unified processing unit or pipeline.  Unified shaders offer consolidated hardware units that GPU manufacturers can put more of on a single GPU die.  Unified shaders also may offer better utilization of resources due to the dynamic scheduling of pipeline work.

Other complications in analyzing the unified shader architecture occur when looking at the grouping of the Xenos pipelines.  I have found two conflicting sources of information where one says they are assigned work in groups of 16 per frame rendering, and another suggests that all of them are dynamically scheduled to do the same thing each cycle.  This implementation detail would indicate strongly the level of flexibility and utilization 

How much horsepower do the 48 pipelines of the Xenos shape up to the RSX’s 24 pixel and 8 vertex shaders?  Such an analysis would require an in-depth look at what exactly each pipeline for each card is able to do in one cycle of operation, multiplied by their respective clock speeds, and typical loads that games will place on them.  Additionally extensive information would have to be known on the exact dynamic scheduling model for each pipeline, and any supporting hardware that may be necessary to keep a unified shader architecture competitive performance-wise with the RSX’s fixed function pipeline.  To be frank, I don’t know that much information and won’t for a while.  Maybe a revision a year from now will just roll up observed results.

Although this statement got the most back lash in the previous revision, I’ll repeat something similar again because I still think it holds truth.  Unified shaders were not used in nVidia’s or ATI’s top end graphics cards this generation.  It doesn’t say that unified shaders are not the path for the future for both manufacturers, but it does suggest that now(2005-2006) unified shaders may not be up to par with the horsepower that can be put on a fixed function pipelined architecture.  Whether or not the Xenos is actually up to par with the future GPUs that may have unified shaders will not be known until they are released and many more programmers start to actually use them and see what areas need improvement to make the architecture more refined for actual use.
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On the Xbox360’s GPU, there are 10MB of eDRAM which provides an assortment “free” frame buffer effects such as anti-aliasing, alpha blending, and z-buffering. This daughter die is connected to the parent die with 32gb/s bandwidth, and has 256GB/s bandwidth between the eDRAM and the logic to perform the aforementioned operations. These operations are considered “free” with respect to system bandwidth since they are performed by hardware and memory that isn’t shared by the rest of the GPU or CPU. 

The exact nature of the AA advantage is limited to certain resolutions and pixel depths.  Effects that may increase frame buffer size are FSAA, HDR, alpha blending, and z-buffering.  Depending on the combination of these effects, the frame buffer size may exceed the 10MB capacity of eDRAM and force developers to come up with a tile rendering solution if they want to use the eDRAM perform those tasks.  If a tiling method is used, a performance hit is still present but I am unaware of the exact nature of what this hit actually is.  The MEMEXPORT feature is lost in this scenario however.

[size=18][u]Xenos’ MEMEXPORT:[/u][/size]

This feature is pretty simple.  In a typical shader program (pixel and vertex) the output destination is usually static and automatically gets handled by whatever hardware is next in the pipeline.  MEMEXPORT allows shader programs to fetch anywhere from memory and output anywhere to system memory on the Xbox360.  This opens quite a number of doors as the GPU can easily process vertex buffers or other pixel data, output to memory, and use it again for input for further processing allowing for multipass rendering techniques to be implemented easily.  Given the Xbox360’s unified memory, this feature also exposes uses to allow GPU’s execution power(SIMD and MIMD) to do tasks for the Xbox360 CPU.  This feature’s major bonus to the graphics of the Xbox360 come from its ability to flexibly handle graphics data.

[size=16][u]The Cell Advantage:[/u][/size]

The Cell will not, and should not be performing all rendering operations like the E3 2005 demos displayed n a few demos.  It should prove as very interesting that the Cell does perform well enough at those types of operations since rendering on a CPU offers more flexibility(not easily harnessed) than vertex and pixel shader programs.  It is extremely unlikely and unreasonable to think that the Cell would be processing most of the graphical workload in games, but it is capable and reasonable to carry out tasks where it may be needed.

Generally, any CPU can take on some of the workload of a GPU, but general purpose CPUs have limited hardware that is actually beneficial at carrying out such tasks.  Specifically, I’m referring to what the SPEs are able to accomplish versus the VMX-128 units.  This is what puts the Cell more in reason to perform this type of task than any other CPU out there.
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In the case of the Xbox360, a 20GB hard drive is included in the premium version, and it is an upgradeable feature in the core version.  Playstation 3 offers a 20GB hard drive on its lower end version and a 60GB hard drive on its premium version.  Advantages of a hard drive are generally well known to anyone who has a PC and has ever played a game for it.  Both systems having a hard drive considered, there is nothing much to speak of except for the fact that you can get a bigger hard drive for the Playstation 3 if you are a person looking to store and playback larger amounts of media.  It is likely both Microsoft and Sony will provide upgrades in the future.

The hard drive being included in all Playstation 3s does point to an increased likelihood of developers taking advantage of the feature for that console.
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You know it was going to come up – Blue Ray vs DVD9.  This isn’t really a fair versus.  Blue-ray is superior to DVD9 in almost every respect.  The only disadvantage Playstation 3 has in this respect is data read speed.  The 2x BD read speed is considerably slower than the 12x DVD read speed.  The difference is between 72mbps vs ~130mbps, which in terms of common data rates known in the computer world are 8.6MB/s and 15.4MB/s.  Should PS3 fans worry about their load times?  I don’t think so as this is still higher than Playstation 2’s read speed, and since the hard drive is standard on Playstation 3, this will be large motivation for developers to use hard drive caching methods as a standard feature to avoid load times wherever they may be present.
The clear advantage of blu-ray is capacity and the possibility of playing the next generation standard for HD movie content.  Blu-ray has a good outlook at becoming the next generation standard for movies as Hollywood has strong support for Blu-Ray.  If it the format happens to succeed on this front, then a bonus functionality features is evident on the Playstation 3 console.  Otherwise, the use of blu-ray in the Playstation 3 is limited to blu-ray capacity.
Capacity for games is where the bigger debate still exists between blu-ray and DVD9 with respect to the console war.  Will blu-ray be needed for this next generation?  I can’t say it will be needed by any genre except any games that will decide to include HD FMV sequences.  But that speculation is under the current way things are looking now.  In a few years, or 5 years, that could easily change and the space for blu-ray media may turn out to be very useful for certain game genres or implementations.  Right now, you can’t make too strong of an argument for blu-ray being needed for the capacity of games other than convenience of what can be included on a single disc.  Some developers may take advantage of the extra space for features or purposes not central to game play or visual quality.
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Both consoles now sport pretty much the exact same button layout.  All “who copied who”s aside, Playstation 3’s controller has motion sensing for better primary control in some game types, and a very reasonable possibility to improve secondary control in almost any genre(i.e. tilting head to look around corners in an FPS, controlling cameras, etc).  Xbox360 has rumble feedback which was much enjoyed last generation, and PS3 fans will miss if it doesn’t come back (which it likely wont).  Another significant difference is the pressure sensitivity of the face buttons.  Playstation 2 had this, and Playstation 3 is most definitely going to include the same (it’s impossible to find out if it really is there or not).  Xbox360, surprisingly, doesn’t do this even though the original Xbox controller did.  Functionally, the major difference is merely that PS3’s controller has motion sensing.

The degree of motion sensing available on the Playstation 3 controller will not likely leave things impossible to accomplish without it, but will provide an extra degree of control if any games have clear candidates to offload to it.

Xbox360’s supports 4 RF(radio frequency) wireless controllers.  Playstation 3 supports up to 7 wireless Bluetooth devices – note the keyword “device” as it means Sony isn’t limiting it to only controllers.  Bluetooth notably has a shorter battery life due to its increased bandwidth capability although this issue is mitigated by using a built-in rechargeable battery that charges through a USB cable attached to the Playstation 3.  Looking at the player number support, Playstation 3 has jumped to the lead over all other consoles this generation out of the box.  Will you do 7 player multiplayer?  Probably not if you are playing split screen.  4 players is a comfortable maximum for that mode of multiplayer, but for games where the screen is shared and all players are on the same screen, 7 players is definitely feasible.  It actually is entirely possible that even though 7 Bluetooth devices are supported, that Sony may limit the number of controllers to 4 and reserve the other 3 for other device types such as a headset, keyboard, or mouse simultaneously while 4 controllers are being used.
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In reference to the last section – Playstation 3’s Bluetooth support is labeled with the word device as to be clear that it is not limited to controllers.  This means that the Playstation 3 could utilize other Bluetooth devices on the market such as mice and keyboards.  Bluetooth is basically aiming to be the wireless USB for computer equipment since RF devices are typically propriety end to end.  Any peripheral Sony wants to add to the Playstation 3 in the future has complete freedom to be wireless and use Bluetooth so long as it is able to operate at the bandwidth allowed through Bluetooth 2.0 which is 3mbps.
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It isn’t a mystery which one of the two consoles is easier to develop for.  In case you live under a rock, the easier platform to develop for is the Xbox360.  Easier development means a lot of things which are mostly positive.  I haven’t used Microsoft’s Xbox360 development tools, but I have used a number of their development tools for the PC and it is Microsoft’s second largest business function aside from their operating system at this point.  They are very nice and easy to work with.
Primarily, easier development allows companies to push games out of the door faster at an acceptable quality or high quality.  With Microsoft’s tools and API’s developers are less likely to spend time not understanding what is going on in the Xbox360 hardware that is causing performance bottlenecks.  They are also going to spend less time figuring out how to accomplish certain tasks because the APIs expose the functionality in a very clean and simple to understand manner.  There are many technical related hardships that come up during development that Microsoft is alleviating from developers.
What these Xbox360 development tools allows for is development of games in less time or cost(or a balance of the two) than games developed for the Playstation 3.
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The Playstation 3 really does have a considerable hardware lead when it comes to games processing power.  Despite Microsoft’s claims of the Xbox360 having more bandwidth, the evaluation brings in play numbers that make no sense to add up in the context of the “system” and throws in numbers which also shouldn’t be added together due to the buses being connected in series.  Vector/SIMD/stream processing is very relevant and needed in games programming to achieve a lot of high end calculations that occur in games today.

Consider why a number of PC games in the past year or two have been tapping into the GPU hardware to get it to accomplish a few things.  Consider why research has supported that GPUs are much faster than CPUs at performing many tasks that people though desktop CPUs dominated in.  Consider why Ageia is proposing a new major piece of hardware on PCs to aid in processing physics in games.  The answer is clear that a certain type of processing is needed, and it is not found in traditional desktop CPUs with general purpose processing power.  Desktop CPUs are also not heading in a direction to ever compensate for these deficiencies either.  If this post isn’t enough to convince you, you can go out and do research on the various topics yourself.

Microsoft has nice tools to help developers get the most out of Xbox360, which is a noble and needed effort for developing better games.  But in the end, Xbox360 has a lower absolute performance roof than the Playstatation 3, and over time the lead will show more significantly.  I don’t think I can convince anyone but myself of how large this gap may be, so just hold your breath until you see it for yourself.  Taste in games is purely subjective though, so Playstation 3 will not necessarily have “better” games, but they will be eventually be technically superior.

There is no real final verdict as far as who will come out on top in this war.  Despite which hardware may be marginally or clearly superior, the victor is only decided by whoever sells more hardware and supports subjectively better games.  In this article, I’m only trying to look at the computing power and functional abilities of the two machines.

[size=24][b]Playstation 3 and PC – Comparing and Contrasting:[/b][/size]

Unlike consoles PCs are not static and evolve over time – or rather, the components of a PC evolve over time.  In the case of a PC, CPUs, GPUs are the fastest evolving parts of it that are the most relevant to games processing.  The downside to a PC is that is not purely a gaming platform and the CPUs are more general purpose in nature to handle code coming from an operating system running many applications at once.  It has to perform integer math, floating point math, memory loading and storing, and branching all at an acceptable level of performance such that no area noticeably slows down processing.  The other downside to PCs is that motherboards do not advance as rapidly and they represent some significant bottlenecks for PC games today.  Here is a quick rundown of what is inside of a PC as it relates to game processing.

[size=22][u]PC Architecture Summary:[/u][/size]

[size=18][b]PC Motherboard – AGP/PCI-E:[/b][/size]

Motherboards specifications dictate some of the baseline limits of performances you may be able to get out of a PC.  A motherboard is what the CPU, GPU, RAM, and other peripherals are connected to on a PC.  Because this is where you connect these components, it sets the rate at which these parts can talk to the CPU or any other component if it does so directly.  If a motherboard uses AGP 4x, an AGP 8x graphics card will be limited to communicating with the CPU at 4x speed.  When building or purchasing a PC, considerations need to be made to not bottleneck the capabilities of each component.  Similar, because of the common standard structure and design of motherboards, advances in PC components can only go as fast as what motherboards will support. 
Also, typically on a PC, devices talk to each other through signals and transfers that go through the CPU.  The CPU forwards or retransmits information to whatever the destination device is.  Heavy bandwidth, or bandwidth that needs considerable processing before transmission, will have an impact on CPU performance.
[size=18][b]PC Motherboard – RAM:[/b][/size]

PCs today typically use DDR ram at varying clock speeds.  The fastest variant of DDR RAM is DDR400 which runs at around 4GB/s in single channel mode, and 8.5GB/s in dual channel mode.  DDR offers very low latency access to RAM which is important for desktop CPUs.

[size=18][b]PC Graphics Cards:[/b][/size]

Graphics cards are probably the single most important factor in determining the visual performance of games on the PC platform.  PC games are typically the first to show the latest and greatest rendering methods and techniques.  PC game developers typically push these features early to show off their game’s quality that is enabled by the hardware nVidia or ATI releases. 
PC graphics cards also typically come with on-board memory so the GPU doesn’t have to gather resources through a slower AGP or PCI-E bus.  PC graphics cards typically offer very high bandwidth to video ram since the video card manufacturer is completely in charge of building the link between the video ram and the actual GPU.  Very high end GPUs will offer the highest bandwidth to video memory.
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[size=18][b]Bandwidth Assessment:[/b][/size]

If there was a diagram showing PC motherboards compared to the bandwidth diagram of the Playstation 3, you might be shocked to see some of the narrow bandwidths provided in PCs.  Not that this is a primary concern for some games, because you’d also notice that the bandwidth on top end graphics cards today are already well beyond the bandwidth that the RSX and Xenos have to video memory.  A top end GeForce or Radeon card has around 50GB/s bandwidth between the GPU and its video ram, while the RSX only has 22.4 GB/s (maybe up to 48GB/s if it uses the extra bandwidth it can get).  This factors in greatly with the texture detail and levels of filtering displayed on PC games as compared to those in console games.  On a PC, higher quality textures and expensive texture filters are used liberally to take advantage of this added bandwidth.  Many games enable these features for relatively easy improvements in visual quality according to the end user’s graphics card capabilities.
Given the situation that all textures and frame buffer operations mostly stay in video memory, PCs operate visually superior to that of consoles given the higher end graphics cards.  However, given the faster communication between console CPUs and GPUs, consoles are generally in a better position to pick up the slack in processing, and possibly bandwidth.  On the Playstation 3, the FlexIO bus offers some processing power to be tapped into from the Cell for vertex and possibly even texture filtering.  Additionally, because XDR RAM is connected to the Cell, the RSX can use this bus as added bandwidth for various operations that are feasible.  In the best case scenario, simply using XDR RAM to handle half of the video memory bandwidth consumption, would possibly double the bandwidth of the RSX to 48GB/s.  However, the situation is likely not as ideal as an added bus given that the flow of memory goes through two memory controllers, and is shared bandwidth with the Cell processor.
Bandwidth in the areas of sound processing, networking, hard drive, and other I/O related devices are very low and typically aren’t bandwidth limited generally on either front.
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CPUs on PCs are general purpose.  They are able to handle a wide variety of operations on an acceptable level so long as an application doesn’t demand an obscene amount of a computing resource it doesn’t provide a lot of.  The mainstream CPUs are all x86 based and are scalar processors – meaning they execute one operation at a time (on a single pipeline per core) on one piece of data.  General purpose CPUs have gotten extremely fast at executing instructions, but this improvement has not matched by the rate of which data can be given to it.  Due to this, a large part of die space on a CPU is taken up by hardware aimed to hide memory access times.  This added hardware dissipates a lot of heat and lowers the overall efficiency of the CPU to keep it running fast.  This hardware is needed in the general purpose computing domain since random accesses to memory and many different types of operations are frequent due to application switching, and even a single application that has many random variables and functions.  This general purpose computing speed is not needed as much for games and the extra hardware and heat generated would not be desirable for games.
Intel/AMD are the primary manufacturers of desktop CPUs today and all have huge amounts of die space allocated to general purpose computing and hiding latency.  However, to not be [i]completely[/i] outdone by the world of SIMD processing, MMX, 3DNow!, and SSE technologies were added to these general purpose CPUs to improve their 3D gaming and multimedia functions.  These SIMD instruction sets and hardware are still behind the single VMX instruction set and hardware included in the Cell’s PPE, and even further behind the SPE and VMX-128 instruction sets as they only have 16 registers as opposed to 32 or 128.  SSE only recently supported operations that operate between elements in the same vector register with SSE3, although 3DNow! had this functionality from the start.  MMX and 3DNow! also share registers with the x86 floating point registers which means they cannot execute simultaneously with x86 floating point code(x87).  Since then, this may have been changed to allow for easy context switching, or offering exclusive registers to avoid the switch between scalar and vector floating point operations.
SSE, MMX, 3DNow! don’t even begin to scratch the power offered on a single SPE on the Cell.  Not to mention the Cell has 7 of them in addition to the VMX-128 instruction set.  For games processing, Intel/AMD CPUs are vastly outdone, and they will not be catching up this generation or the next.  Buying newer and newer CPUs will not increase PC gaming performance drastically, and they won’t be catching up to the Cell for a long time.
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In purely assessing the graphics cards compared the RSX, the RSX likely doesn’t weigh in along side of the heaviest hitter today.  Functionally, the RSX is probably closest to an nVidia 7800GTX, but with added horsepower.

As I said before in the bandwidth assessment, graphics cards have extremely high bandwidth between video RAM and the graphics rendering pipelines that make up the GPU.  The bandwidth and processing capability in graphics chips increases quickly as new cards are released on the market, which is about a few versions per year, and a new generation adding more functional advantages about every two years.  Consoles are quickly outdone in the eyes of PC game developers in the graphics department.  When you see the latest top-end PC game, remember that it’s running on the latest top-end graphics card, and in some cases, these games are targeting cards that aren’t going to run well until the next generation of graphics cards is released or an absurdly high level of horsepower is needed from the existing architecture of graphics cards..

The “Cell factor” added into graphics processing should also be considered in boosting the visuals of Playstation 3’s graphics when compared to PC games.  Unlike a desktop CPU, the Cell is actually equipped to process some of the tasks that are performed on a graphics card, and there is enough bandwidth between the Cell and RSX so they both can work closer together to render graphics than a PC would use the two together.  The most obvious benefit from the Cell is using it to do hardware transform and lighting (T&L), and other basic or complex vertex operations that a vertex shader might usually perform.  Upon entering the geometry to the GPU, a developer would disable these rendering steps since they have been performed already and it goes through these stages on GPU’s rendering pipeline quicker, giving it more time to accomplish something more complex or something in another stage like pixel shading, or anti-aliasing.  There is actually feasible bandwidth for pixel shader operations to be done on the Cell before it is handed back to the RSX to do nothing but move it to the frame buffer and send the output signal to the display.

How much processing can be done on the Cell to make up for the PC graphics card advantage?  I can’t answer that well since GPU specs and statistics are usually documented in results with little introspection as to what hardware does what, and how quickly it is doing it.  Additionally CPUs are able to handle data flow far more flexibly than a GPU can thus offering performance advantages that take deep analysis to conver to numbers.  If anyone knows a bit more about this, it would be a good area to get into deeper discussion with.  I am pretty confident that the Playstation 3 with the Cell + RSX working together can look on par with many PC games that will be released in 2007.  Although beyond that, even the highest developer efforts will eventually be outdone on a technical level.
[size=18][b]Frame-rate stability:[/b][/size]

Frame rates vary for a number of reasons. It actually factors in considerably in the visual department because smoother and stable frame rates look better while playing a game.  While 30 FPS is well-playable, 60 FPS at the same visual quality will just make the game feel much better.

The reason why I mention this here is that PC games typically showcase relatively unstable frame rates compared to consoles.  Unless your PC is far beyond the recommended requirements of a game, you will probably notice that most games frequently drop to around 10-15fps in certain parts, and going up to 30fps or more during others.  I’m not completely blaming this on developers since they have a lot of different hardware to worry about, but it is something that degrades the overall pleasure of playing a game.
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Mouse and Keyboard vs Playstation 3 controller.  When it comes to RTS and FPS games, then Playstation 3 is owned along with every other console.  Playing these types of games on the highest multiplayer tiers will always yield better players on the mouse + keyboard combo.  That being said, the controls can still work on the Playstation 3, and players can get relatively good.

For many other game types, a PC keyboard and mouse suffer almost like a console controller does with RTS and FPS.  You’d probably want a PC gamepad or joystick to play flight sims, fighting games, racing games, sports games, and probably more.  The problem with a PC is that these things aren’t standard and not every developer will care to put in rumble features or motion sensing features even if they are out for certain PC gamepads on the market.  The number of buttons supported on a decently programmed PC game does scale accordingly though to whatever the user has.  PCs are lagging behind in the pressure sensitivity department and I don’t even think DirectX supports detecting pressure on button presses unless they’ve actually updated it since DirectX8(fyi, DirectX9 still used the DirectInput8 API).

[size=18][b]OMG Look at Crysis!!!:[/b][/size]

Yeah, this game got its own mini-section due to how much it has annoys me on these forums.  It is always being compared to the abilities of the next generation consoles processing abilities as it if is some unattainable goal for consoles.

Guess what is responsible for those graphics?  I’ve already said it and you probably already know it if you’ve read and understood everything I wrote so far – top end graphics cards.  Can the RSX beat it alone?  I might lie to you and say “yeah it can do that” and fail to mention the RSX would likely be running at 5 frames per second if it did - as would any comparable PC graphics card would too.  But I’d rather try to be a bit more honest than what nVidia would tell you.  In order for the Playstation 3 to match or surpass those visuals, extreme optimization would have to be in place to take advantage of the RSX particular setup in hardware and it would have to take advantage of the RSX’s fat bus to the Cell processor and XDR RAM.  Of course, at some point in the future when GeForce 8950GTX-SLIs come out, you could probably run Crysis at ridiculously high 16xAA, 16xAF, FP32 HDR and what have you settings, but those are j polish related visuals and the base look of the game will remain the same.

Short story is that you won’t be disappointed with the Playstation 3’s visuals.  It will be quickly outdone by PC graphics cards in terms of the nitty gritty technical settings like AA, HDR, AF, and shader model version whatever.  Don’t let that discourage you because artists and improved optimization techniques on the Cell + RSX will make the Playstation 3 visuals pick up where PC developers wouldn’t be spending time to write for specific graphics cards or architectures.
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While PCs GPUs are evolving and pushing the visuals beyond consoles due to new graphics card hardware being released yearly, the rest of the PC world is relatively static and offer much slower improvement when it comes to gaming.  When multi-core CPUs hit the shelves for desktop PCs, there could be an increase in performance for games and more tasks could be offloaded to the CPU, but no more than what Xbox360 has or will show us with its 3 cores.

All of the next generation consoles already possess more games processing power than PCs with their improved SIMD units on the CPU side of things.  Unfortunately, developers aren’t taking the best advantage of this extra power in most cases as writing computational code for games is more difficult than the logical approach of checking for specific cases for results of game interaction.  Playstation 3 aims to change this pattern drastically and provide a method of simulating events that occur in games and less scripting of physics, animation, and other interaction.
PCs gaming or PS3 gaming doesn’t really have a clear technical winner.  PC’s constantly evolve so they will always be better for graphics over time when you always have the top end graphics card.  The Playstation 3 will offer more flexible computational power that can be applied to more accurate physics, sound, or other computational related tasks than a PC.  PS3 cannot catch up graphically which seems to be the most important or obvious difference between games.  But PCs will not catch up in physics processing and other computational simulations unless the physics card catches on and is integrated well.
